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Lessons in Biostatistics
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Objective assessment of diagnostic tests validity: a short 
review for clinicians and other mortals. Part I

Nermin N. Salkić

The �hole point of a diagnostic test is to use it to make a di-
agnosis, thus the obvious need is to kno� ho� accurately a 
particular diagnostic test detects patients �ith or �ithout a 
disease. In order to kno� it, a clinician or a researcher should 
have a basic understanding of the principles of objective ap-
praisal of diagnostic tests. In this short revie�, the author 
presents the most common biostatistical methodology for 
assessment of the validity of diagnostic tests. Definitions and 
interpretations of sensitivity, specificity, positive and negative 
predictive values are also provided together �ith ho� they 
are calculated.
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Introduction

The very first time I encountered the concept 
of sensitivity, specificity, positive and nega-
tive predictive value, in the end I had a huge 
question mark above my head. Those some-
�hat vague parameters, �hich have an impor-
tant role in describing the diagnostic perfor-
mance of a particular diagnostic test, seemed 
to have a logic that is beyond my grasp.

Ho�ever, later, �hen I became much 
more interested in biostatistics, I realized 
the importance of measures deriving from a 
�ork of a British mathematician and Presby-
terian minister Thomas Bayes (1702–1761) 
�hich is kno�n today as Bayes’ theorem(1).

Why is it so important? The most com-
mon use of this approach �ill be �hen your 

patient has an abnormal lab test result and 
you �onder “What does this really mean?” 
or in other �ords, “Ho� likely it is that this 
patient really has the disease in question?” 
Bayes’ theorem allo�s us to evaluate the di-
agnostic performance of each particular test 
and also to compare several of them. 

A two-by-two table

The best �ay to understand this concept is 
by example. Having a piece of paper, pen 
and calculator nearby, �hile reading this 
text is advisable.

Usually, a diagnostic test is validated 
by comparison against an established gold 
standard in an appropriate group of sub-
jects. In order to make the analysis, �e need 
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Sensitivity

The sensitivity or true positive rate (positive 
for disease) ans�ers the question “Ho� good 
is this test in picking up people �ho have the 
condition?” In other �ords sensitivity is the 
probability of a positive test among those 
�ho actually do have the condition (4, 5). It 
is calculated by using the formula

Sensitivity=TP/(TP+FN)

Sensitivity for our diagnostic test �ould 
be 43/(43+0)=1=100%. So, one could say 
that this non-invasive test for liver fibrosis 
�ill detect all patients that actually have it. 
The higher the value of sensitivity, the high-
er the proportion of those �ith the actual 
condition among those that test positive. 

Specificity

The specificity or true negative rate (negative 
in health) ans�ers the question “Ho� good 
is this test at correctly excluding people �ith-
out the condition?” Specificity is the prob-
ability of a negative test in those �ithout the 
condition. (4, 5) The higher the specificity, 
the higher the proportion of those �ithout 
the actual condition among those that test 
negative. Specificity is calculated by using 
the formula

Specificity=TN/(FP+TN)

Therefore, in our example the specificity 
�ould be 128/(18+128)=0.88=88% �hich 
means that our test �ill correctly classify 
88% of those that actually do not have liver 
fibrosis. Yet, there �ill still be 12% of those 
�ho �ill test positive despite the fact that 
they do not have liver fibrosis.

Pre-test and post-test probabilities

Sensitivity and specificity are one �ay to 
evaluate the diagnostic ability of a test. Since 
they are dealing �ith probabilities before ac-

to make something called a 2–by–2 table, 
�hich is displayed in a Table 1. The Table is 
self–explanatory, but be sure al�ays to label 
the table �ith the test results on the left side 
and the disease status on the top as sho�n.

Table 1 A two–by–two table notation for expressing 
the results of validation study for diagnostic or 
screening test

Disease present Disease absent

Test positive True positives (TP) False positives (FP)

Test negative False negatives (FN) True negatives (TN)

No�, let us set the stage for our hypo-
thetical problem. Liver biopsy is currently 
considered to be the gold standard in the 
assessment of the presence and degree of 
liver fibrosis in various liver diseases such as 
viral hepatitis etc. (2). Ho�ever, it is associ-
ated �ith the possibility of severe complica-
tions and serious discomfort for the patient 
(3). Therefore, our hypothetical researchers 
decided to evaluate a non-invasive marker 
of liver fibrosis comparing it �ith the gold 
standard (liver biopsy).

The researchers recruited 189 patients. 
After performing liver biopsy, 43 of them 
had liver fibrosis, �hile 146 did not. On the 
other hand, after performing a non-invasive 
test for liver fibrosis, 61 patients �ere posi-
tive for the presence of liver fibrosis, �hile 
128 of them �ere negative. No�, let us make 
a 2-by-2 table from this data (Table 2).

Table 2  Two by two table showing the results of a 
validation study of non-invasive liver fibrosis test 
against the gold standard

Liver biopsy 
positive

Liver biopsy 
negative Total

Test positive 43 (TP) 18 (FP) 61

Test negative 0 (FN) 128 (TN) 128

Total 43 146 189

TP-true positive; TN-true negative; FP-false positive;  
FN-false negative
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tually performing a test they are also called 
pre–test probabilities. From a clinical point 
of vie�, all �e have is the result of a test, 
so clinicians are much more interested in 
kno�ing �hat proportion of patients �ith 
an abnormal test are truly abnormal or vice 
versa – the proportion of patients �ith a 
normal test �ho do not have the condition  
(6). These questions are ans�ered by using 
so called, post–test probabilities and posi-
tive and negative predictive values, since �e 
are dealing �ith numbers after actually per-
forming a test.

Pre–test probabilities are of great use 
�hen �e have several diagnostic tests at our 
disposal and �e need to select the one �ith 
the best chance of detecting the condition. 
On the other hand, the �hole point of a di-
agnostic test is to use it to make a diagnosis, 
so �e need to kno� the probability that the 
test �ill give a correct diagnosis; sensitivity 
and specificity do not provide us �ith this 
type of information. (6) Predictive values 
ho�ever, do have one important limitation: 
they are measures that �e calculate from a 
defined population �ith a defined preva-
lence. If �e change the prevalence, the pre-
dictive values also change, therefore they do 
not necessarily apply to another population. 
Post-test probabilities do not have this par-
ticular limitation.

So, �hat are positive and negative predic-
tive values and ho� do �e calculate them?

Positive predictive value

Positive predictive value (PPV) ans�ers the 
question “In group of patients �ith positive 
test, �hat is the proportion of those �ith the 
condition?” or in other �ords, it is the propor-
tion of patients �ith positive test results that 
are correctly diagnosed  (4, 6). The higher the 
PPV, the higher is our certainty that patient 
�ith a positive test really has the condition. It 
is calculated by using the formula

PPV=TP/(TP+FP),

or in our hypothetic research PPV = 43/(43 
+ 18) = 0.70 = 70%. This practically means 
that �hen �e have a patient tests positive for 
liver fibrosis by our non-invasive test, he �ill 
actually have a 70% probability of really hav-
ing liver fibrosis. This number tells us that 
our test is not particularly reliable in detect-
ing the presence of the disease. 

Negative predictive value

The negative predictive value (NPV) ans�ers 
the question “In the group of patients �ith 
negative test results, �hat is the proportion 
of those �ithout the condition?” This is the 
proportion of patients �ith negative test re-
sults �ho are correctly diagnosed (4, 6). The 
higher the NPV, the higher is our certainty 
that a patient �ith negative test results does 
not have the condition. Negative predictive 
value is calculated by using the formula

NPV=TN/(FN+TN),

or in our case NPV = 128/(128+0) = 1 = 100%. 
This is an excellent NPV �hich means that 
�e can be fairly certain that our patient �ith 
a negative non-invasive liver test really does 
not have liver fibrosis. There are particu-
lar clinical situations �hen it is important 
to kno� that our patient does not have the 
condition. These are settings �here tests 
�ith high NPV have their significance, re-
gardless of their PPV.

Sensitivity, specificity, PPV and NPV are 
looking at a one side of the coin. But, �hat 
if �e �ant to look at both sides of coin, or in 
other �ords, if �e �ant to assess the over-
all accuracy of a test, taking into account 
true positive and true negative cases? Also, 
the positive and negative predictive values 
depend crucially on prevalence; �hen �e 
change the prevalence, PPV and NPV change 
also. Ho� do �e avoid this problem?

These are issues to be addressed in the 
next part of our series.
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